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Overview 
 

The purpose of this document is to provide the user manual explaining how to perform tasks using the 

admin node. It contains descriptions of the operations and parameters available when the admin node is 

installed as well as the procedures that have to be executed to restart the server. 

 

Jenkins Jobs Definition 
 

Deployment 

Includes operations used to deploy the application.  

101 - Start JBoss – job used to start JBoss on the selected UniPay/UniBroker node(s). Used for 

updates and patches only. 

 NODES_GROUP – allows selection of group of nodes which will be affected by the starting 

of the JBoss service. To learn more about the parameter, see the section below. 

102 - Stop Jboss – job used to stop JBoss on the selected UniPay/UniBroker node(s). Used for 

updates and patches, before the Apply DB Changes job. 

 NODES_GROUP – allows selection of group of nodes which will be affected by the stopping 

of the JBoss service. To learn more about the parameter, see the section below. 

110 - Build Application – job used to download a branch from the GIT repository and build UniPay 

and UniBroker modules. Used for updates and patches only. All parameters (branch, profile name, 

etc) are set in inventory configuration file. 

120 - Apply DB Changes – job used to update a current database. Used for updates and patches 

only.  

 MIGRATION_SCHEMA – allows selection of how the system will migrate from the current 

database to the updated one. Used only for large databases, when the system has to be 

stopped for 20 or more minutes for the database to be updated. 

Note: currently, only no migration radio button can be selected. 

130 - Deploy Unipay – job used to deploy UniPay and its components to the selected node(s). Used 

for updates and patches only. 

 NODES – allows selection of one or more nodes in UniPay cluster environment which will 

be affected by the redeploy occurring as part of this process.  

 RESTART_JBOSS – indicates that JBoss will be stopped prior to deployment and started 

after that. Required if REDEPLOY_UNIPAY parameter is selected  

 ARCHIVE_LOGS – indicates that all logs will be compressed by gzip after JBoss will be 

stopped, if RESTART_JBOSS parameter is selected. 

 REDEPLOY_UNIPAY – indicates that UniPay will be redeployed during the deployment 

process using UniPay rebuild, which was built from sources downloaded from a repository. 

IF CHECKED OFF, RESTART_JBOSS MUST BE SELECTED. 

 REDEPLOY_REPORTS – indicates that report templates will be redeployed during the 

deployment process. 

 REDEPLOY_CAMEL – indicates that Camel will be redeployed during the deployment 

process. 
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 REDEPLOY_UTIL – indicates that additional utilities will be redeployed during the 

deployment process. 

 REDEPLOY_UNIREAD – indicates that UniRead module (used for terminal transactions 

processing through the Cloud) will be redeployed during the deployment process. 

140 - Deploy Unibroker – job used to deploy UniPay and its components to the selected node(s). 

Used for updates and patches only. 

 NODES – allows selection of one or more nodes in the UniBroker cluster environment 

which will be affected by the redeploy occurring as part of this process. 

 RESTART_JBOSS – indicates that JBoss will be stopped prior to deployment and started 

after it. Required if REDEPLOY_UNIBROKER parameter is selected. 

 ARCHIVE_LOGS – indicates that all logs will be compressed by gzip after JBoss is stopped, if 

RESTART_JBOSS parameter is selected. 

 REDEPLOY_UNIBROKER – indicates that UniBroker will be redeployed during the 

deployment process using UniBroker rebuild, which was built from sources downloaded 

from a repository. IF CHECKED OFF, RESTART_JBOSS MUST BE SELECTED. 

 REDEPLOY_CAMEL – indicates that Camel will be redeployed during the deployment 

process. 

 

Utilities 

Includes operations used to diagnose and fix possible issues related to deployment/redeployment process.  

200 - Ping Nodes – job used to check the connection between the admin and the selected node via 

SSH. Must be used prior to updates/patches, when a particular issue arises, or when there is a 

delay between the checks. Result of the ping is displayed in the Build Log. 

 NODES_GROUP – allows selection of group of nodes which will be affected by the executed 

ping. To learn more about the parameter, see the section below. 

201 - Ping Nodes (sudo) – job used to check the connection between the admin and the selected 

node via SSH, as well as check superuser privileges availability. For example, if 200 - Ping Nodes 

shows that everything is fine, you can use 201 - Ping Nodes (sudo) to see whether there is a 

problem with privileges. Must be used prior to updates/patches, when a particular issue arises, or 

when there is a delay between the checks. Result of the ping is displayed in the Build Log.  

 NODES_GROUP – allows selection of group of nodes which will be affected by the executed 

ping. To learn more about the parameter, see the section below. 

210 - Sync Node Resources – job used to synchronize resources between the selected nodes via 

csync2 tool. The job runs csync2 –xv command on the selected nodes. When run, csync2 tool 

performs file reconciliation and necessary synchronization. Used for diagnostic purposes. By 

default, the job is run automatically, but can be run manually, if needed. 

 NODES_GROUP – allows selection of group of nodes which will be affected by the executed 

synchronization. To learn more about the parameter, see the section below. 

220 - Clean up JBoss temp folders – job used to clean up legacy files and temporary folders. 

 INCLUDE_ARCHIVE_FOLDER – indicates that the archive folder, which stores archived 

copies of merchants’ digital resources, such as merchant statements, will be cleaned up. 

 ARCHIVE_FOLDER – location of the archive folder. This parameter is read-only. If you need 

to change it, address the issue to the gateway support. 

https://en.wikipedia.org/wiki/Superuser
http://oss.linbit.com/csync2/paper.pdf
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 INCLUDE_LOG_FOLDER – indicates that the log folder, which stores various log files, will be 

cleaned up. 

 LOG_FOLDER – location of the log folder. This parameter is read-only. If you need to 

change it, address the issue to the gateway support. 

 INCLUDE_WORK_FOLDER – indicates that the work folder, which stores temporary 

application files, will be cleaned up. 

 WORK_FOLDER – location of the work folder. This parameter is read-only. If you need to 

change it, address the issue to the gateway support. 

 STORAGE_PERIOD – maximum file age in days. Any files within the log, work and archive 

folders that are older than the specified number of days will be removed. 

300 - Check for JDK Updates – job used to update Java Development Kit. The job verifies if JDK 

update is available in the Ubuntu repository (for Ubuntu) or distribution repository (for CentOS). If 

available, it downloads and installs the new version of JDK.  Used each time the new java version is 

released and during updates/patches. 

 NODES_GROUP – allows selection of group of nodes which will be affected by executed JDK 

updates check. To learn more about the parameter, see the section below. 

310 - Install Jboss – job used to install a new JBoss version or to re-configure the current one. 

 NODES_GROUP – allows selection of group of nodes which will be affected by JBoss 

installation. To learn more about the parameter, see the section below. 

320 - Patch JBoss – job used to update a current JBoss version with available patch. 

 NODES_GROUP – allows selection of group of nodes which will be affected by JBoss 

patching. To learn more about the parameter, see the section below. 

 PATCH_FILE – allows selection of a patch file that must be used for JBoss update. 

330 - Execute JBoss CLI Script – job used to run a JBoss CLI script for configuring JBoss settings (for 

example, a number of available loggers and access policy for them) without stopping JBoss. Used in 

cases of emergency. 

 NODES_GROUP – allows selection of group of nodes which will be affected by the executed 

JBoss CLI script. To learn more about the parameter, see the section below. 

 SCRIPT – content of the JBoss CLI script that should be executed. 

340 - Add SSL Certificate to UniBroker – job used to add a certificate for UniBroker host to the 

truststore. After the certificate is added, JBoss has to be restarted. Note that if the host, specified in 

the certificate, does not correspond to the real one, UniBroker will not be run.   

 CERTIFICATE_ALIAS – name of the certificate. Name of a certificate must be unique; usually, 

it corresponds to the host name. NOTE: If CERTIFICATE_ALIAS is set as hostname:port and 

CERTIFICATE_DATA is not specified, a certificate will be downloaded automatically from the 

specified hostname:port. 

 CERTIFICATE_DATA – content of the certificate. 

 

Administration 

Includes operations used to modify Jenkins configuration file. 

Restore Jenkins Config - restores a current Jenkins configuration.  

Update Jenkins Config - updates Jenkins configuration from the repository, if an update is 

available.  
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Nodes Group Parameter 

Jenkins jobs can be applied to either individual nodes or a group of nodes. Nodes groups are defined in the 

inventory file, which is used in conjunction with the ansible scripts for UniPay deployment.  

 

The following groups are available at the moment: 

 unipay-entry - UniPay master node entry; 

 unipay - includes all UniPay nodes;  

 unibroker-entry - UniBroker master node entry;  

 unibroker - includes all UniBroker nodes;  

 uniadmin-entry - UniAdmin node entry;  

 uniadmin - UniAdmin node;  

 jboss-entry-nodes - includes unipay-entry and unibroker-entry;  

 jboss-nodes - includes all nodes where JBoss is installed (unipay-nodes and unibroker-nodes);  

 java-entry-nodes - includes jboss-entry and uniadmin-entry; 

 java-nodes - includes all nodes where Java is installed (jboss-nodes and uniadmin-node); 

 nodes - includes all nodes in java-entry-nodes and java-nodes groups.  

 

Note that all entry groups are used only for Ping Nodes jobs. 
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Deployment Instruction 

Terminology 

 outage – a period when the UniPay application is unavailable. 

 hotfix - deployment of a fixed version of the application. The changes are made exclusively in Java, 

without SQL being touched. No outage is applied. 

 patch - deployment of a fixed version of the application. Changes can be made both in Java and 

SQL (data modification in the database or creation of new SQL tables). A short-term outage (2-3 

min) is possible. 

 update - deployment of a new/enhanced version of the application. Changes are made both in Java 

and SQL (database structure is modified). A long-term outage (20-30 min) is required to complete 

the update. 

 

Preliminary Steps 

1) To perform hotfix/patch/update, you must go through the corresponding training, conducted by 

the gateway support. If the training is needed, request it via the designated form. Make sure that 

you have specified the desired deployment level (hotfix/patch/update) in the request. Be advised 

that trainings can take up to 1-2 weeks. 

2) Every time a new hotfix/patch/update is available, you receive an email with the release 

notification, which contains necessary technical information. Make sure you have received such an 

email before the deployment. If you have not received the email notification about the expected 

employment, request it from the gateway support. 

3) Confirm the hotfix/patch/update deployment time with UT team. This is needed for cases when an 

outage is going to be present so UT team will not react to the notifications about server being 

unavailable.  

 

After preliminary steps are done, the server can be deployed.  

 

Deployment Actions 

During the hotfix/patch/update, build and deployment of the application are performed. As a part of the 

deployment, certain actions may be required from your end for hotfix/patch/update to be made correctly. 

These actions can be pre- or post-deployment. For example: 

 Pre-update action - execute a particular CLI script to skip additional node restart; 

 Post-update action - modify provider-profile-defaults.properties file and replace all $$ characters 

with ss. 

 

Deployment 

For a hotfix: 

1) Update the admin node via the Administration/Update Jenkins Config Jenkins job.  

2) Run build via the Deployment/110 - Build Application Jenkins job.  

https://data.gatewayaid.com/view.php?id=40750
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3) Complete pre-update actions if available (a list of pre-update actions is provided by the UT team – if 

nothing is provided, there is no pre-update actions).  

4) Deploy UniPay via the Deployment/130 - Deploy Unipay job. All parameters (except 

REDEPLOY_UNIREAD and REDEPLOY_UTIL, if Cloud and Util are not used within the system) have to 

be checked off. 

5) Deploy UniBroker via the Deployment/140 - Deploy Unibroker job. All parameters have to be 

checked off.  

6) Complete post-update actions if available (a list of post-update actions is provided by the UT team - 

if nothing is provided, there is no post-update actions). 

 

For a patch/update: 

1) Update the admin node via the Administration/Update Jenkins Config Jenkins job.  

2) Run build via the Deployment/110 - Build Application Jenkins job.  

3) Complete pre-update actions if available (a list of pre-update actions is provided by the UT team - if 

nothing is provided, there is no pre-update actions). 

4) Stop the JBoss service on all unipay and unibroker nodes via the jenkins Deployment/102 - Stop 

Jboss job. 

5) Run Deployment/120 - Apply DB Changes Jenkins job. 

6) Deploy UniPay via the Deployment/130 - Deploy Unipay job. All parameters (except 

REDEPLOY_UNIREAD and REDEPLOY_UTIL, if Cloud and Util are not used within the system) have to 

be checked off. 

7) Deploy UniBroker via the Deployment/140 - Deploy Unibroker job. All parameters have to be 

checked off. 

8) Complete post-update actions if available (a list of post-update actions is provided by the UT team - 

if nothing is provided, there is no post-update actions). 

 

Verification 

When deployment is done, make sure that changes have been applied successfully and the server is 

updated to certain version and revision. To do this, run the application, open the System form on the 

System perspective and check whether the values specified in the email received prior to 

hotfix/patch/update are present within the form. 

 

For a hotfix: 

To verify that deployment has been completed successfully, check the Implementation-Version field via 

the System form on the System perspective. Deployed version of the application has to be present in this 

field in the format [release].[revision]-[date], for example, 7.1.1911296a34-b20180503.  

 

For a patch/update: 

To verify that deployment has been completed successfully, check the Version and Implementation-

Version fields via the System form on the System perspective. Deployed version of the application has to be 

present in the Implementation-Version field in the format [release].[revision]-[date], for example, 

7.1.1911296a34-b20180503. The version of the last applied database delta has to be present in the Version 

field, for example, 31288. 
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Self-Deployment Training 
 

Preliminary Steps 
 

1) Request the self-deployment training via the designated form. Make sure that you have specified 

the desired deployment level (hotfix/patch/update) in the request. Be advised that trainings can 

take up to 1-2 weeks. 

2) Confirm the time of the self-deployment training with UT team.  

 

After preliminary steps are done, the training can be started.  

 

Deployment 
 

For a hotfix: 

1) Update the admin node via the Administration/Update Jenkins Config Jenkins job.  

2) Run build via the Deployment/110 - Build Application Jenkins job.  

3) Deploy UniPay via the Deployment/130 - Deploy Unipay job. All parameters (except 

REDEPLOY_UNIREAD and REDEPLOY_UTIL, if Cloud and Util are not used within the system) have to 

be checked off. 

4) Deploy UniBroker via the Deployment/140 - Deploy Unibroker job. All parameters have to be 

checked off.  

 

For a patch/update: 

1) Update the admin node via the Administration/Update Jenkins Config Jenkins job.  

2) Run build via the Deployment/110 - Build Application Jenkins job.  

3) Stop the JBoss service on all unipay and unibroker nodes via the jenkins Deployment/102 - Stop 

Jboss job. 

4) Run Deployment/120 - Apply DB Changes Jenkins job. 

5) Deploy UniPay via the Deployment/130 - Deploy Unipay job. All parameters (except 

REDEPLOY_UNIREAD and REDEPLOY_UTIL, if Cloud and Util are not used within the system) have to 

be checked off. 

6) Deploy UniBroker via the Deployment/140 - Deploy Unibroker job. All parameters have to be 

checked off. 

 

Verification 
 

When deployment is done, make sure that changes have been applied successfully and the server is 

updated to certain version and revision. To do this, run the application, open the System form on the 

System perspective and check whether the values specified in the email received prior to 

hotfix/patch/update are present within the form. 

 

To verify that self-deployment has been completed successfully, check the following fields: 

 Implementation-Version field. Deployed version of the application has to be present in this field in 

the format [release].[revision]-[date], for example, 7.1.133f72eb6b-bug-b20180919.  

https://data.gatewayaid.com/view.php?id=40750


 

 Practice Data field. Sequential number of a

example, 1 | 1.  
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Server Restart Instruction 
 
The procedures below describe how JBoss has to be restarted. Other approaches can lead to the data loss 

and malfunctioning of the admin node services after restart is done. 

 

Preliminary Steps 

If there is a suspect of the memory leak in JBoss, follow the steps below. Otherwise, please skip them.  

To verify that memory leak is present, check the logs (search for the OutOfMemoryError) or the 

corresponding diagrams in the JavaMelody service. If present, follow these steps before the server restart:  

1)  Run the command to generate classes taking the most memory:  

jcmd $PID GC.class_histogram > /tmp/class_histogram.txt 

2) Run the command to generate the heap dump: 

jcmd $PID GC.heap_dump /tmp/heap_dump.hprof 

3) Run the command to generate the thread dump: 

jcmd $PID Thread.print >/tmp/threads.txt 

4) Archive generated files and send to the gateway support team for further analysis. 

 

JBoss restart via Jenkins (admin node available) 

1) Select Manage Services (UniBroker) or Manage Services (UniPay) respectively under the 

Management tab. 

2) Check off the nodes that should have JBoss restarted under the Nodes section. 

3) Check off unibroker-jboss7 or unipay-jboss7 respectively under the Services section. 

Note: Please contact support if another JBoss version is used in your configuration.  

4) Select Restart under the Action section. 

5) Click Build button. 

 

JBoss restart via Linux console (no admin node available) 

1) To restart JBoss on UniPay particular node, run the command below:  

service unipay-jboss7 restart 

2) To restart JBoss on UniBroker particular node, run the command below:  

service unibroker-jboss7 restart 

 

Graceful JBoss shutdown via Linux console (no admin node available) 

1) To stop JBoss, run the command below:  

jboss-cli.sh --connect --command=":shutdown" 

2) To start JBoss, run the command specific to the daemon that you have set up for JBoss. 
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